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Proposed LLM-based pub/sub architecture 
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Example subscription:
Notify me about ways to
lead a healthy lifestyle.

Example publication:
Tweet: Checkout this report if 

you want to live longer. 
health_trends_2023.doc

Example notification:
Exercising three times a week results 

in weight loss and improved sleep
Ref: health_trends_2023.doc



Overview

•Match publications and subscriptions by comparing 
embeddings

• Index subscriptions in a vector database
•Events can be unstructured documents in natural language 
(NL) → expand the set of events that can processed

•Subscriptions can be expressed in NL → more intuitive, 
lower barrier to entry, ability to express complex interests

•E.g., no need to specify event source; system identifies relevant 
events across all sources

•Notifications are generated and customized → more 
personalized and relevant notifications



Examples from the nq_open dataset. The first set motivates 
the need for generated NL notifications. The second set 
motivates the need for stateful subscriptions. 



Conclusions

• Using LLMs for pub/sub matching and notifications is a promising approach, 
particularly attractive to non-technical users as it hides the technical details of 
writing a query and formatting the output 

• There is a plethora of unstructured data sources, some of which have streams 
of data

• new papers published arXiv
• press articles
• support tickets

• Users want to be notified when data of interest is generated

• Users want to answers to their questions, not just a list of matching 
publications

• E.g., “What are the potential users of my customer database”
• Examine github issues to determine interest in accessing this database



Challenges

• Stateful subscriptions: matching is done based on one publication 
and it would be useful to remember which publications have already 
matched a subscription to generate better notifications

• New covering techniques are needed when subscriptions are 
expressed in NL to scale pub/sub systems is to apply subscription 
covering in order to generate a small number of synthetic subscriptions 
that aggregate the interests of multiple subscriptions. 

• Creating dataset with NL queries and results based on documents, 
such as from Wikipedia or arXiv, would benefit the community and serve 
as a benchmark to guide future research. 

• Multiple modalities: foundation models are evolving to sup- port 
multiple modalities such as video, image, audio, and text. These models 
should help further increase the expressiveness, improve the ease of 
use, and extend the applicability of pub/sub systems. 


